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Abstract- The Deep Space Onc(DS1)
mission, scheduled to fly in 1998, will be the
first NASA spacccrafi to feature an on-board
planner. The planner is part of an artificia
intelligence based control architecture that
comprises the planner/schcdulcr, a plan
execution engine, and a model-basccl fault
diagnosis and reconfiguration engine. This
autonomy architecture reduces mission costs
and increcases mission quality by enabling
high-level ~ commanding, robust  fault
responses, and opportunistic responses to
screndipitous events. This paper describes the
on-board planning and scheduling component
of the DS 1 autonomy architecture.
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1. INTRODUCTION

NASA’s Ncw Millennium Program (NMP)
strives to achicve a“virtual presence” in space
by deploying several spaceccrafl built “faster,
better, and chcaper” than traditional
spacccrafl. Spacecrafl autonomy is a crucial
clement in achieving this vision. It is expected
that autonomous spacecraft will redu cc
mission operations costs by taking over many
of the operations that have typically been
performed on the ground, and will improve
mission quality by being more robust to
failures and more responsive to uncxpected
opportunitics than traditional spacccrafl.

The first NMP mission Deep Space Onc
(DS1), scheduled to launch in 1998 will
feature an autonomy architecturc. The
centerpicee of this architecture is the Remote
Agent (RA), an artificia intelligence based
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control system. The RA is derived from the
NewMaap technology demonstration [ 1], It
consists of threc  components:  the
Planner/Scheduler (PS), the Exccutive
(EXEC) [2], and a model-based Mode
ldentification and Recovery cngine (MIR) [3].
This paper describes the Planncr/Scheduler
component of the R emote Agent.

The RA 1educes mission costs and increases
mission quality in several ways. First, it
reduces mission costs by enabling high level
commanding. This is a function both of the
hicrarchical nature of the RA architecture and
the ability to gencrate plans on-board. Instead
of  painstakingly  constructing  detailed
command scquences as IS rcquired in
traditional missions, the ground can command
the spacecraft with a handful of high-level
goals. Changes to the mission plan arc easily
accommodated by changing the Seals.
Transmission costs arc also reduced, since
goals take less time to transmit than their
corresponding sequences.

Second, the RA reduces mission costs and
improve mission quality by providing robust
responses to failures that would normally
require groundintervent ion. The PS provides
responses that require the ability to look ahcad
and deliberate about global interactions,
whereas thc rest of the RA handles real-time
failures requiring only local reasoning but
quick reactions. The ability to respond both
deliberative and reactively to failures provides
far more robustness than traditional missions,
and permits substantial savings in ground-
operations resources that would otherwisce be
devotedto fail urc response. It aso allows for
lighter 1 )SN (Deep Space Network tbc
network of antennas used for deep space
communication) coverage- roughly onc pass
per week  since tbe spacecraft isless likely to
be idle for several days after a failure, waiting
for the ground to respond,

Finally, on-board planning can improve
mission quality by taking advantage of
fortuitous events, such as better than cxpccted
resource consumption. The same process used
to “plan around” failures can bc used to
generate ncw plain that take advantage of a
change in spacecraft state. This capability is
important since it enables fundamentally ncw
planetary exploration missions where round-
trip light time (Jots not alow cffective joy-
sticking of the spacecraft from ¥arth.

Organization

The remainder of this paper is organized as
follows. The DS1mission is described by way
of Context in Section 2, ligh level
commanding, is discussed in Section 3, along
with  examples Of mission goalsand
constraints. The 'S is described in Scction 4,
the goal prioritization and  rejection
mechanisms arc described in Section 5 and the
fault response mechanism is discussed in
Sect ion 6 with examples from a 1)S 1 fault
scenario. Opportunistic responses to fortuitous
events arc discussed in Section 7 gzpd

conclusions appcar in Section 8.

2. THE MISSION

]n past missions, spacecraft have been fairly
large and expensive (e.g. the Cassini mission
to Saturn is budgeted for approx.$1 billion),
and have used mostly older, cstablished
technologies in favor of newer, riskier ones.
The spacecraft and the scientific data it was
tasked with gathering were just too valuable to
risk. As a result, many of the newer
technologies have never bad a chance to fly,
despite their potential advantages.

Enter the Ncw Millennium program (NM))).
Its objective isto develop ncw technologies
and processes that wi 11 allow spacccraft to be
built and flown “faster, better, and chcaper”
than traditional missions. “1'here arc six
missions in the Ncw Millennium program, of




which this one 1)ecp Spat.c Onc (1)S1) is
the first.

The objective of the NM]” missions is not to
do planctary science, but to validate new
technologies in flight. The spacccraft arc
relatively incxpensive (c. g. the DSTMission is
capped a $138.5 million), and although there
iS a science component, its presence IS
primarily to stress the technologics. This shift
of priorities allows the technologics to be
developed and validated without worrying
about all the constraints imposed by typical
scicnce missions. If the ncw technologics
prove worthy, thcy will be used on future
scicnce MIissions.

The nominal mission is to fly by Asteroid
3352 McAuliffe m January 1999 and take a
series of images, andthcn to repeat the
processin a flyby for Comet West-Kohoutek-
Ikemura in June 2000. Since onc of the goals
of spacecraft autonomy is to reduce ground
operations costs, there will be minimal ground
support and very light DSN cover age
throughout the mission only onc pass every
two weeks.

DS1 bas thirtcen ncw technologics aboard.
During cruise, while the spacecraft is closing
with the first encounter target, validation
experiments will be performed on each of the
new technologies. Of these technologics, some
arc mission critical. If they fail, the rest of the
mission will be seriously compromised or lost.
These mission critical technologies will bc
validated by the demands of the mission itself’
aswell as by specific validation tests.

The Remote Agent (f< A), as the control
systemfor the spacecraft, is a critical mission
technology. Thec RA consists of three
components: the Planner/Scheduler (°S), the
Ixecutive (EXEC), and a model-based Mode
Identification and Recovery engine (M IR).

The PSreceives a set of high-lcve] mission
goals, cither directly fiom tbc ground or as
part of @ pre-loaded mission profile, and
generates @ plan- a set of synchronized
proccdures. Once cxccuted, these commands

will achicve the mission goas without
violating resource, temporal, or safety
constraints.  The BEXEC  rceeives  the

commands and cnsures the correct dispatching
of 10 W-1CVC1 commands to the real-time device
drivers. MIR monitors device responses o
commands, identifies possibly  faulty
components and suggests rccovery actions to
the EX1C.

Some of the othereritical technologies arc the
on-board optical navigator, the ion-propulsion
engine (11'S), and the Miniature Intcgrated
Camera Spcetrometer (MICAS).

The on-board navigator determines t h e
Spacecraft trajectory and position based on
images of the surrounding star field taken on a
regular basis (every fcw days during cruise,
and more often ncarencounter). The images
arc taken with thc MICAS camera, a new
compact device with infrared (IR), uliraviolct
(UV), and visible light sensors.

Unlike most missions, where velocity is
accumulated with powerful chemical thrusters,
DS1T uses an ion propulsion engines (IPS),
which generates only a few millinewtons of
force by cjecting energized xenon particles.
By thrusting almost constantly, the required
velocity canbe achieved more efficiently than
with chemica thrusters, abeit more slowly.
The 11'S engine must be shut down every fow
days to take images for optical navigation.

Over several months, tile spacecraft closcs
with the encounter target body- asteroid or
comet- and flies by at several kilometers pcr
sccond, taking a sequence of MICAS images
as it does so. The trgjectory is updated over a
f cw days bascd on increasingly frequent




images of the target. The flyby itself lasts
perhaps 400 seconds, during which time the
spacecraft must take a tightly timed scquence
of images and make last minutc course
correct 10NS.

3. HiGH LEvEL COMMANDING

A Remote Agent controller that includes an
on-board PScnables a ncw approach to
Spacecraft commanding, high-level
commanding. in this approach commands to a
spacccl aft take the form of abstract directives
or goals instcad of detailed streams of
instructions. The responsibilitics of PS arc: (1)
(o select among the proposed goals thosc to be
achicved a any pointin time (2) to
compromisc between the level of achievement
of the sclected goals, and (3) to expand the
procedures needed to achicve the goals. I'S
cnsures  the  satisfaction of  various
synchronization constrains among,
procedures, and resolves resource conflicts.
The Set of expanded procedures and
constraints among them const it utes a plan.

In contrast, the traditional approach to
spaccerafl commanding is to develop a
detailed scquence of time-tacgcd commands
to the real-time device drivers. This extremely
detailed lcvel of commanding alows a high
level of sequence optimization in order to
“squecze” as much performance as possible
out of tbc spacecrafl. 1 lowever, the drawback
is that temporal and resource constraints and
fault protection goals also have to be ensured
a an cxtremely detailed level.  The
conscquence isthat developing ascquence isa
very exacting and time consuming process,
often requiring months of manual labor. Once
generated, a scquence 1S very difficult to
modify.

The primary  benefits of  hi?)l-level
commanding when compared to traditional

scquencing  arc modularity,  cxccution

flexibility and robustness.

With respeet to modularity, in Remote Agent
the existence of an abstract plan makes very
explicit the hicrarchical deccomposition of
responsibilities  between  the  different
architectural components. This hierarchical
approach can greatly reduce thec amount of
work nceded to generate  sequences. The
procedurcs in a plan typically represent fairly
complex sequences Of instructions to the real-
time decvice drivers. The expansion of this
scquence IS achicved by EXEC and MIR on
the basis of the actual execution conditions.
Since  the  plan already resolves
synchronization and rcsource  allocation
constraints among procedures, the process of
cxpanding an EXEC/MIR scquence is highly
localized and, therefore, greatly simplified.
Extensive validation of these small sequences
is much simpler than the validation of
scquences  generated in the traditional
approach. 1.ocalization of interactions among
procedures and flexibility of procedure
cxpansion at execution time has also the effect
of making plan execution more robust to
failures. Thisis discussed further in Section 6.

Exccution flexibility depends on the fact that a
plan is not smply a time-tagged scquence of
commands, Procedures in a plan can be
potentially cxccuted in parallel. The plan
explicitly represents and maintains temporal
constraints between procedures. These derive
either from the legal conditions under which
the spacecraft hardware can be operated or
from requests from ground operators. For
example, a temporal constraint can express
that procedurc A must start from 30 to 60
minutes after procedure B, or that the
cxecution Of procedure B must occur while
procedure Cisin execution, or that procedure
A ends exactly when procedurce C starts. PS
ensures the consistency of the network of
temporal constraints in the planand infers




time ranges during which a procedurc can
startand end. Unlike simplc time tags, time
ranges give EXEC the flexibility to
compensate for execution delays caused by
locally recoverable failures.

Relying onan on-board planncr can also make
fault protection simpler and more robust than
traditional scquencing. in the traditional
approach a sequence is infrequently uplinked
to a spacecraft and therefore needs to i nclude
contingencics to handle a wide variety of
failure conditions. When a major failure
occurs execution of the single on-board
sequence must be restarted, the scquence must
command the assessment of the new cxccution
conditions and react conditionally on the basis
of this assessment. Becausc of the large
number of possible failure conditions and the
low level of the instructions in a sequence, the
size of arobust scquence can be very large and
the effort nceded to build it very high. Plans
arc instcad valid only for the execution
conditions known at the time 1' S was invoked.
For this reason the sequences — cventually
expanded from a plan arc generally simpler
and smaller. Fault protection goals, however,
need not be compromised. When execut ion
conditions differ so much from the initial
assumptions that local failure recovery is
insufficient, execution of the plan stops and
1'S is asked for a ncw plan that takes into
account the ncw situation, Dcaling with fault
conditions on anas-nceded basis simplifics
the solution of the fault protection problem.

It has to be noted that some critical parts of the
mission may still be so resource and time
consirained to require optimization at the level
of individual real-time instructions. in such
cases high-level commanding allows several
alternative ways to address the problem which
arcno worse than the traditional approaches.
Ior example, the plan may simply include a
single procedurc for the entire critical
scquence and EXEC will initiate execution of

the canncd scquence when encountering the
procedure. Another possibility is to make each
procedure correspond to an individual real-
time command and lct 1'S generate the
scquence  automatically. This may be as
complex as the traditional approach and may
not be effectively addresscd by current
automated planning technology. For DS 1,
however, we  will concentrate  on
demonstrating the modularity, flexibility and
robustness of higi]-level commanding leaving
advances inoptimality to future missions.

4. GENERATING PLLANS FROM GOAL.S

Figure 1 describes how the DS 1 on-board
planner implements high-level commanding.

B to device drivers
PILANNER/ I
SCHEDUILER N
] F,X}“,CU'J']VI‘ZJ
MISSION
| MANAGER
| I from Ground

Figurel:1lighl.evel Commanding

A long-term plan covering the entire mission,
the mission profile, is stored and maintained
on-board by the Mission Manager (MM).*1 he
MM allows ground operations to modify
mission goals by editing the mission profile.
h4M also has the responsibility to respond to
the EXEC’s requests for new plans. When this
happens MM selects a ncw set of goals from
the mission profile, combines it with initial
state information provided by the IX1C and
sends it to the 1'S. The time horizon covered
by PSistypically two weeks during cruise and




afew day during encounter. When a plan is
ready, IS sendsit to the I XEC. When EXEC
has almost completed execution of its current
plan, it sends a ncw request to MM this also
happens when the EXEC is maintaining the
spacecrafl  in  standby mode afier the
occurrence of amajor failure.

Plan representation

Roth PS and MM rcpresent plans using the
same kind of data structure, the plan database.
This is organized in several paralel timelines,
each comprised of’ a scquence of fokens. A
timelinc describes the future evolution of a
single component of the spacecraft’s state
vector. The set of tokens active at a given
point in time represent the value of the state
vector at that time. Goals and procedures arc
both represented as tokens. Each token
consists of a state variable descriptor
(specifying to which timeline the token
belongs), a type (a symbolic representation of
the goal or procedurc and its parameters), a
start-time, an end-time and a duration.

I'or example, there may bc onc timeline
describing the state of the engine (warming
up, firing, or idle) and another describing the
spacecraft attitude (pointing to a target,
turning from target A to target B, etc.).
Explicit temporal constraint synchronize
tokens on separate timelines. For example, the
spacecraft attitude must be pointing to targetl
while the engine is firing. Temporal
constraints can aso enforce ordering of tokens
on asingle timeline (e.g., the engine must
warm up for at least an hour before it fires). A
plan involving these two timelines is shown in
Figure 2.

Timelines can also represent the state of
rencwable resources, such as battery state of
charge, non-rencwable resources, such as fuel,
and aggregat ¢ rc.sources (i .¢., resources that
can bc allocated in parallel to several

consumers), such as electric power. ‘1 ‘cmporal
constraints synchronize rcsource a locat ion
tokens with the corresponding consumer
tokens.

Engine

warming. up | fite(i) l idle I

contained by
Attitude

‘lum(/\,B) ‘ point(B) turn(B,C) ‘

N N

meets m eels

Figure 2: Example Timelines

The type of the resource tokens indicate the
amount requested and the modality of
consumption of the resource (e¢.g., constant,
linear depletion). Resource timelines also

include mechanisms to aggregate all parallel |,

requests, compare the cumulative requests
with avai labi 1 ity and prevent resource over-
usc (e.g., drawing more power than is
available, or using more fuel than is allocated
for the mission phase).

The plan database can represent a plan at any
stage of partial completion, Incomplete plans
can have gaps between tokens on a timeline.
Also, an incomplete plan may include a
request for a constraint between tokens (sce
the section on ‘ The Planning Model”) that has
not yet been implemented. 1’ Swill analyze the
state of a databasc and add tokens and
constraints until the plan is complecte.

Wherever possible the plan database cxplicitly
represents decision variables and constraints
among them. The database uscs constraint
propagation mechanisms to infer valid ranges
of values for variables (c.g., start or end times
of tokens) and to detect inconsistencics(e.g.,:




contradictory tecmporal constraints between
tokens). This representation allows PSto
concentrate on establishing constraints instead
of selecting exact values for decision
variables, an approach that ofien avoids over-
commit ment crrors and therefore minimi zes
backtracking on commitments madc earlier.

More representational details on the plan
database can be foundin [4].

The Planning Model

A valid plan must satisfy many constraints,
including ordering congtraints (e. g., the
catalyst-bed heaters must warmup for nincty
minutes before using the reaction control
thrusters), synchronization constraints (e.g. the
antenna must be pointed at the 1 ‘arth during
uplink), safety constraints (c.g.do not point
the radiators within twenty degrees of the
sun), and resource constraints (e.g. the
MICAS camcra requires fifteen watts of
power). These arc all expressed as temporal
constraints, or compatibilitics,among tokens.

The planning modecl is a set of compatibilitics
that must be satisfied in every complete plan.
More formally, a compatibility is a temporal
relation that musthold between a master
token and a/al-get tokens whenever the master
token appears in the plan. If the master token
does not occur in the plan, the relation docs
not nced to be satisfied.

A  master token can have severd
compatibilitics. ‘] hese arc expressed as a
Boolcan expression of compatibilitics called
compatibility trees, as shown Figurc 3. The
tree in this figure says that the state in which
the M ICAS camerais on must be preceded by
astate in which it is turning on, and followed
by oncin which it is turning off. While the
camera is on, it consumes fifteen watts of
power.

(M c¢as Rready)

:compat.ibilities

(AND
(met. by (MICAS Turning On))
{mects  (MICAS_Turning Of) )
(equal  (REQUEST (Power | 5)))

Figure3: A Compatibility Tree

Whenever a MI CAS_Ready token appears in
the plan, it must be preceded by a
M1 CAS Turning On token and followed
by a MICAS Turning Off token, andthe
power timeline isdecremented by fifteen watts
for the duration of the token (and must not go
below zero avai lable power for obvious
reasons).

Initial State

Theinputto the 1'Sis an initial state and a set
of goals. The output isa plan that achieves the
goals when exccuted from the initial state. Yor
DS1plans, the initial state of a plan is the first
token on cach timeline.

The initial state of the plan must match the
state of the spacecraft at the time the plan is
executed, Since it can take several hours to
generate a plan (the baseline is eight hours),
the initial state provided to the 1'S is
necessarily a prediction of the futurc
Spacecraft state.

Under normal conditions, the prediction is
madc by the EXEC based on projection of the
plan it is currently executing. Since the new
plan will start at thc end of the current plan,
the projected initial state of the next planisthe
final state of the current plan. “lihc I'S aso
needs to know at what time the new plan
should begin. This is aso provided by the
I iX1i{C based on thc earliest and latest cnd
times of the current plan.

in off-nominal situations, there is no current
plan from which to project the initial state of




the next plan. This happens when a non-
recoverable failure occurs during execution of
the current plan, or when the ground wants to
upload a pre-defined (or “canned”) plan.

In the case of a canned plan, the ground
cannel easily predict the state of the spacecraft
at the time the plan will be executed. The
solution is to put the spacecraft into a known
state in which it can persist until the plan is
exceuted. This state is the initial state of the
plan.

In the case of non-locally recoverable failures,
the rest of the plan cannot be cxecuted. in
addition, the EXEC may have had to take
actions notin the plan in order to get the
spacecraft into a safe configuration following
the failure. So the current plan cannot be used
to predict the future state of the spacecraft.
FFortunately, thc safe configuration is a stable
one. The exccuses this configuration as the
initial state, and persists in this state until the
new plan is ready.

1 f the plan was aborted duc to a failed or
degraded device, the failure must be noted as
part of the initial state. For example, the II'S
engine may be non-operational, or perhaps the
MICAS camcra iSstuck on.

In tbc case of a stuck device, the token
corresponding to the stuck state is asserted on
the appropriate timeclinc over the entire
planning horizon. This prevents the PS from
generating a plan that requires the device to
change states (the plan would fail). A non-
functional device is declared unusable by
placing a not used token at the start of the
device’s health timeline. The reason for saying
the device is not usable rather than non-
functional is so that the health of the device
can be separated from the decision to use it.

For example, an intermittently failing device
may be declared unusable by tbe EXEC or the

ground. The EXEC and MIR can continuc to
track the device’s health, while the EXEC, I'S
and possibly the ground reason about whether
tousc it. Since tile PS only cares about
usability, the tokens on the “health” timeclincs
arc avail abl ¢ and not. used.

A device can be available but degraded. If the
1’ S needs to reason about the degraded modecs,
they arc spccificd as arguments to the
avail abl e token. For cxample, the battery
capacity canbe degraded even though the
battery is still functional. The argument of the
status token indicates the maximum charge
level inamp hours (c.g.,avai 1l able(24),
avail able(20)).

Mission Manager

Mission operations commands the spacecraft
through a plan database called the mission
profile. On board tbc mission profile is
maintaincd by a dedicated process, the
Mission  Manager (MM). DS1 will be
launched with a mission profile for the entire
mission. In principle this will allow the
spacecraft to achicve the nominal mission
without any additional uplink. in practice,
M M  provides mechanisms for ground
operations to cdit tbc mission profile and
modify the mission goals while in flight.

‘The mission profile is an incomplete plan with
its tokens representing what needs to be
achicved by the mission. Unlike PS, MM dots
not attempt to fill in gaps in the mission
profile.  Instcad, when rcquested, M M
determines the length of the next planning
horizon, and selects the tokens that fall in the
horizon and need to bc sent to 1'S.

Figurc 4 shows arepresentative DS 1 mission
profile. Thec Waypoint Stimeline contains a
series of waypoint (. . . ) tokens, each
representing aboundary point for a scheduling
horizon. MM dectermines the length of the
scheduling horizon by selecting the next




waypoi nt token such that there i's enough
time for JSto produce a plan between the
current time and the time of occurrence of the
waypoi nt.

Comm
[,<*any*> scheduled  comm(cfg) | /

Navigatc
| Navigate... ) {Navigatc_(...) S
Waypoint
[ <tany*> _— {b . <Fany*> [

Waypoint(fuel, battery, etc)

Figure 4. Goal Timelines

waypoi nt tokens also provide a set of
check-Jmint conditions on resource usage that
the plan must satisfy. These check-point
conditions arc important to guarantee a well
balanced achicvement of all mission goals.
Without them PS could be free to use a greedy
approach and consume all available resources
to maximize goa achicvement within a fcw
scheduling horizons. Since the PS' temporal
perspective IS limited, it is the mission
designers’ responsibility to provide long term
perspective through waypoints.

The Comm timeline determines when t h e
spacecraft is scheduled for communication
with ground through a 1 )SN pass. This is done
by placing aschedul edcomm token on the
timeline, with  start and c¢nd  times
corresponding to those of the pass. The
argument  of  the token indicates the
tcleccommunication configuration that the
gi ound system i S expecting. The Comm
timeline is incomplete since it contains
dummy C*any-value* > tokens within the goat
tokens. This mecans that 'S has the frcedom to

fill in the gap with whatever  default
procedures arc more convenient according to
the domain modec).

Other goal timclines arc specified similarly.
For example, the navigat i ontimeline has
navigate tokens that indicate how often the
on-board navigator should ask the spacecraft
to take images of the star field.

Although the mission profilec is design to
express the entire nominal mission through a
fcw timclines of goal tokens, sometimes
ground may want to force the execution of
special  mancuvers.  These can only be
expressed  through  special  networks of
synchronized procedurcs. For this rcason the
mission profile includes also all timelines that
usually contain procedure tokens expanded by
1'S. Ground has cqual access to goal and
procedure timelines and can therefore include
tbc necded tokens in the mission profile. It is
important to notice that since MM and PS
make no a-priory distinction between goals
and procedure tokens, ground can describe
mancuvers only in part leaving to PS the
responsibility to cxpand other procedures that
may be needed to adapt to the actual execution
conditions. These conditions are unknown to
ground at the time of specification of the
special mancuver.

On-board Goals

In addition to the goals in the mission profile,
goals also conic from on-board systems, such
as the navigator. This alows the spacecraft to
modify its goas, and therefore its behavior,
based on ncw knowledge that the ground may
not yet have. This capability is particularly
important since the spacecraft has only
infrequent contact with the ground, andmay
have to act on the ncw knowledge before the
next DSN pass.




This is especially true of navigation goals. At
the beginning of each planning horizon, the
PS asks the navigator what images should be
taken and what coursc corrections arc
necessary based on images anti execution data
from the previous horizon. The }'S then
generates a plan that achicves these goals.

The goals must be generated on-board, since
waiting for the next DSN pass to downlink the
images and execution data, and then waiting
for the ground to uplink navigation goals isS
not feasible. This is especially true near
cncounter, where several course corrections
arc madc within a couple days, andsomc
corrections arc only afew hours apart.

Goals generated on-board arc treated the same
way as goals in the mission profilc. However,
they do raise sonic intcresting issues. In
particular, on-board goals may conflict with
goals inthe mission profile. 1 f the goals arc
mutually exclusive, then there is no plan that
will satisfy all of the goals.

DS 1 addresses this problem in two ways. One
is to prioritize the goals (see Section 5). The
lower priority goals can be ignored, removing
the conflict. The navigator’s image goals have
the lowest priority, since the navigator can
still function adequately if it misscs an
occasional image. The second approach is to
make sure that the goals arc sufficiently
flexible that there is always some way to
satisfy al of them.

Planning Algorithm

The planner essentialy scarches in the space
of incomplete or partial plans [5] with
additional temporal reasoning mechanisms [6
and 4]. As with most causal planners, the I'S
begins with a partial plan and attempts to
cxpand it into a complete plan. The plan is
completc when it sdatisfies al of the
compatibilitics in the plan model, and all of

the timelines have final tokens that end at or
after the end of the plan horizon.

The unsatisficd compatibilitics arc also
rcferred tOo as open compatibilitics. An open
compatibility is a temporal relation that must
exist between a master token that is already in
the plan and ararget token that may or may
not bein the plan. For example, the
compatibility A meetsB isopen if A isin
the plan, but B is not, or if A andB arc inthe
plan, but the temporal relation is not explicitly
en forced.

The I'S can satisfy an open compatibility in
onc of threc ways. It can add the target token
to the plan insuch a way that it satisfies the
temporal relation; it can adjust the start or end
time of either the target or master token in
order to satisfy therelation; or it can decide
that the relation will be satisfied by a token in
the next planning horizon, and can therefore
be ignored. These options arc called adding,
connecting, and deferring, respectively.
Deferred compatibilities arc maintained in the
plan, and carried forward to the next planning
horizon as part of the initial state.

This basic loop is summarized in Figure 5,
below. Each decision can bc made non-
deterministically, though in practice the
decisions arc guided by heuristics. If the
wrong decisions is made, the 1'S will
eventually reach a dead end and backtrack. It
then trics onc of the other decisions.

5. GOAL PRIORITIZATION

Onc of the most common problems when

While plan has open compatibilitics:

1. pick anopen compatibility

2. sclect and apply resolution Strategy
3.if no resolution possible, backtrack.

Figure S Planning l.oop




developing a plan is the resolution of
spacecraftresource over-dli>scril>tiolls.  The
problem stems from the fact that independent
sources (e.g., thc scicnce team, the navigation
tcam) compete for thc usc of the lmited on-
board resources. The overall mission goals
depend onachicving a carcful balance
between these potentially conflicting goals.
When a compromisc is possible the PS must
appropriately distribute tbc use of available
resources. When a compromisc is not possiblc,
thenthe 17S must Select some of the lowest
ptiority goals for postponement or outright
rejection.

The1)S1PS system can perform on-board all
of the functions described above. Goals that
can be rejected arc represented in the mission
profilc as free tokens.'hese arc tokens that
have not yet been inscrted onto atimeline.
Besides expanding the supporting procedure,
1'S hasto first decide if thc goal token will be
inserted in tbc appropriate timelinc. PS can
interlecave this decision in the backtracking
scarch procedure described in Section 4 and
can thercfore explore several goal rejection
schemes before returning a final plan. In
practice, however, PS dots cannot cxplorc all
possible  combination of free token
achicvements but instead follows a statically
assigned prioritization scheme (e.g., scicnce
goals have highest priority, followed by
navigation goals and then by tclemetry goals).
Inthe following section wc describe examples
of goal prioritization duc to failures that make
certain resources unusable by tbe 'S,

Goal prioritization schemes makc
commanding of thc spacecraft easier and morc
robust. It is easier becausce goal achicvement
decisions can be postponed to reflect the
actual conditions of execution of the plan,
making unnecessary cxtensive contingency
analyses in advance; it is more robust because
even if ground specifics goals that cannot all
be achieved together, the spacecraft will not

give up and continue operations by executing
a“good cnough” commanding scquence.

0. FAILURE R ESPONSE

The RA provides two levels of failure
responses an immediale reactive response,
and alonger term deliberative response. This
is typica of many autonomy architectures
(e.g., Soar [7], Guardian [8]). The reactive
behavior provides for fast, real-tinlc responses
to failures that could damage the spacecraft if
not dealt with immediately like a stuck
thruster or a rapidly draining battery. OnDSH,
the reactive behaviors arc provided by the
1 XHCandM 1 R.Once the spacecraft is
stabilized, the dcliberative behavior assesses
the impact of the failures on the remaining
goals, and dctermines how to proceed in light
of the failures. The deliberative responses arc
provided by the planner.

This two level response results in simpler and
more robust plans. The plans arc simpler,
since they can address only the nominal case
and trust that failures will be handled properly
as they arise. Failures arc either resolved by
the reactive layer and allow tbc plan to
continue, or cannot be resolved, in which case
the plan breaks and the 1'S gencrates another
nominal plan bascd on tbc ncw spacecraft
state.

The plans arc also more robust. This is partly
duc to the failure response mcchanism, partly
due to the hicrarchical nature of tbc RA, and
partly due to the plan representation. The
hierarchy alows the tokens inthc plan
correspond to fairly abstract procedurcs, and
the plan representation alows tokens to have
flexible start and end times. This allows the
EXEC considerable latitude in bow it exccutes
tokens. It can respond to failures by retrying
commands, or trying alternate approaches.
The extra time nceded to respond to the




failurcs is absorbed by the flexibility in the
token's start and cnd timces.

Inthc following w ¢ quickly outlinc the
significance of plans both in the reactive and
in the deliberative failure responses.

The Reactive Layer

As mentioned above, tbc reactive failure
responses arc handled completely by EXEC
and MIR on a token by token basis. During
execution, the conditions of validity for each
token must be held truc for the entire duration
of the token. When 1 iXEC cxccutes the
procedure corresponding to a token in the
plan, it relics on MIR inferring the state of the
spacecraft devices based on their telemetry
and responses to IEXEC commands. If the
inferred state is inconsistent with tbc
commanded state, MIR suggests recovery
actions to the EXEC. The recovery action
must guarantee that the conditions of validity
for the token continue to hold.

For example, the MI CAS Turning On
token involves turning on beaters and power
switches, taking sonic calibration images, €tc.
If tbc MICAS power switch does not
transition to thc on state as commanded, then
the Ml R may suggest EXEC to re-send the
command, and if that fails, to reset the
M ICAS camera.

Besides asserting validity conditions the plan
also allocates rcsources for cach token within
which recovery must take place. If this
resource alocation is exceeded the token and
the plan arc declared “broken”. ¥or example,
the duration associated to each token type in
the 'S modecl typically has alower bound (the
time nceded to execute the token if no failure
occurs) and an upper bound (the time needed
to ecxccute tbec maximum allowed number of
reccovery actions).  As a result of the total
number of tokens and the topology of the plan,

some of the duration

PS may “cat up”
flexibility, possibly allocating only cnough
token duration to exccute thec nominal

procedurc without recovery. It is al so
important to notice that given the flexible
nature of plans, slack in a plan canbc
transferred between connected token so that
duration flexibility of tokens whose execution
succeeds without rccovery ismade available
through constraint propagation to futurc
tokensin case thcy need it.

The Deliberative Layer- Replanning

1 f the plan breaks, the EXLEC gets the
spacecraft into a safe configuration and
immediately asks the I'S for a new plan. The
I’S assesses the impact of the failurc on thc
mission goals, and attempts to develop a new
plan that will achicve them from the current
spacecraft stale. This is called replanning.
There is no difference between planning and
replanning. 1'he same algorithm is uscd in
both cases. Replanning refers to planning after
aplan break, whereas planning refers to the
nominal cycle.

When areplan occurs, the I’S must assess thc
impact of degraded or unusable devices on the
mission goals. I'or goals generated on-board,
the goal generators ecxamine the relevant
spacecraft state. If the goals arc patently
unachicvable, no goal is generated. For
example, if thc IPS engine is declared
unusable, then the navigator will not return
goals requiring usc of the1PS (e.g., 11'S
thrusting goals), If the MICAS camcra is
unavailable, then the samc applics to
navigation image goals.

*The same assessment IS alSO necessary in normal
planning conditions. 1 lowever, the devices aic fully
functional, and theresources are @ their expected
levels, SO there IS noimpact €M the goals.



After the obviously unachicvable on-board
goals have been removed by the goal
generators  themselves, the impact of the
failures onthc remaining goals is assessed by
the planning modecl. This assessment occurs as
anormal part of the planning, search.

The planning algorithm attempts to resolve all
the open compatibilities in the plan. If onc
approach fails, it tries alternates untilit cither
generates @ plan  that satisfies all the
compatibilitics, or fails.

Knowledge aboutthcimpactof the spacecraft
state onmission goals is expressed in the
compatibilitics of the plan model. Eachof the
goals is represented as a token, and these
tokens have compatibilitiecs with tokens on
timchnes representing device health and
spacecraft resources. If the resources arc not
available, or the device is not sufficiently
functional, then the planner will not be able to
satisfy the compatibilitics on the goal token.
If there is some other way to achicve the goal
compatibilitics that does not require these
resources, thenthe planner will find it and
generate aplan accordingly.

If the planncr cannot find any way to satisfy
the compatibilitics, then it will try to reject
somc of the goals based on a Sed
prioritization scheme. 1 f it still cannot find a
plan, then the spacecraft remains in standby
modc until the ground can intervene during
the next DSN pass.

Critical Plans

For critical events, such as encounter, there is
no time to recover even at the reactive level,
let alone time to recover by replanning. Inthe
1 3S1 encounter, the MICAS images arc spaced
so tightly together that an attempt to recover
from a failure while taking oncimagc could
result in loosing several other images. It is

better to simply move on to the nextimage
and hope the fault clears itself.

In traditional missions, these so called critical
sequences arc handled by switching to an
alternate fault control modc in which some
faults arc ignored but critical faults, such as
sudden 10ss of battery power, arc still handled.

in 1>S1, critical sequences arc handled within
the existing fault control mcchanism. The
semantics of a few carefully selected tokens
arc changed such that there is no way they can
fail. Specifically, the semantics of takc image
arc changed to, “attempt to take an image.”
This token cannot fail, so norecovery actions
arc nceded.

This approach must bc used with great
caution. All the other tokens in the plan must
be consistent with all possible outcomes of the
“critical” token. For example, after encounter
there arc tokens that write the contents of the
MICAS image buffer to non-volatile storage.
These tokens must not require that the buffer
have images in it, since the take image token
does not guarantee that animage will actually
be taken. The buffer may well be empty.

7. FORTUITOUS EVENTS

Rc-assessments of mission goat achievement
by replanning can be also fruitful when
spacecraft  capabilities arc  unexpectedly
restored or whenthe spacecraft performs
better than expecled or when external
fortuitous events open the possibility of
achieving high-payoff mission goats. I'rom the
DS1 planner’s perspective these situation arc
covered by the basic scheme described in the
previous scctions.  The  occurrence  of
advantageous cvents needs to be detected by
1XHC and communicated to the 1'S in the
initial state. Other than that, 1'S will perform
the samc search procedure that already
handles the nominal and failure scenarios.




As an cxample of an unexpcctedly restored
resource, consider a situation in which 11'S has
malfunctioned and EXEC breaks the plan,
makes 1PS unavailable to the PS and includes
in the next telemetry downlink a request for
ground 10 assess the situation. Assume that
during the next DSN pass ground is ablec to
ran  Sonic tests and decides that the
malfunction was a fluke and 1PS operations
can resume. EXEC can now break the plan
currently in execution (which did not include
tile achicvement of “SEP thrust accumulation”
goals) and immediately rc-invoke the 1'S with
an initial state that includes the fact that 1PS is
now available.

Replanning also allows the spacccrafl to take
advantage of better-than-cxpccted resource
consumption. Consider a two-week plan that
allocates three kilograms of fuc] for cach
week. Agsume now that afier the first Week,
the spacccraft has only utilized two kilograms
(the PSmay have been conservative in its
cstimates). If EXEC can independently track
actual resource consumption, it can notice the
advantagcous situation, break the current plan
and request a ncw plan. The additional fuel
could be used to achieve additional low-
priority goals that had to berejected in the
original plan. This capability will not be
explored for DS 1 since EXEC will not
independently track resource consumption.

Finally consider a situation in which a
spaceccraft notices volcanic eruptions on the
basis of pictures taken in the early stages of a
planctary flyby. This event would be dramatic
cnough to grant a complete change of the
science schedule for the rest of the flyby.
Although this capability is not being explored
for DS 1, it can easily be handled in the current
aichitecture. The science unit would detect tile
cruption and request an immecdiate replan.
During the replan, PS asks al the on-board
units for their goals. Among these arc the ncw
scicnce image goals from the science unit. The

I’S can now consider the priorities of the ncw
goals along with the other on-board and
mission goals, and decide which ones it will
actually achicve.

8. CONCI USIONS

(In-board planning is a crucia clement of
spacecraft autonomy. It can reduce mission
costs and improve mission quality by allowing
high-level commanding, enabling achicvement
of mission goals in the presence of failures
without ground intervention, and taking
advantage of fortuitous events.

The 1)STmission marks the first on-board
planner to fly on a NASA spacecraft. The
validation of this technology will open the
way for future autonomous missions.
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